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Abstract

3D printing is revolutionizing the development and manufacturing of devices. Currently
multi-material 3D printing, like metals plus dielectrics, is in the early stages and not very
accessible. This work set out to develop ardedlectric antennghat could be 3D printed with
current widely accessible 3D printing technologies. The antenna developed isdateattic
ultra-thin antenna with a simple geometfijhe antenna radiates by using total internal reflection
and a circulating mode operagias a leaky whispering gallery mode. We are calling the antenna
the dielectric prism antenrecause it acts like an optical prism. The dielectric prism antenna was
developed in stages with increasing complexity. First, a one dimensional simulationabf a s
waveguide analysis was performed to answer if a usable guided mode was present. Then a two
dimensional simulation using finigifference frequency domain method to visualize steady state
fields. The design of the antenna was finalized in a rigorousi@Dlation with the commercial
software package, ANSYS HFSS. The antenna was then manufactured and tested resulting in a

dielectric prism antenna with a thickness of 1.5 mm operating at 2.4 GHz.
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Chapter 1: Introduction

3D printing is changing manufacturing. The manufacturing process has become more
accessible with 3D printers being widely availallais work aimed to design an antenna that
could be 3D printed. The antenna designed is agiglictric ultrathin antenna that operates like
a prism and is being called the dielectric prism antenna (DBé&gause having an ultthin
design, 1.5 mm inhie design presented, makes it difficult to establish a resonance with traditional
designs, a novel design taking advantage of total internal reflection (TIR) is used in order to
establish a leaky whispering gallery modibe DPA presented in this work iEsample geometry
and therefore can be easily 3D printed, in this work the printing process of fused deposition
modeling (FDM) was utilized. The antenna was designed to operate at a frequency of 2.4 GHz in
order to perform a test with WiFi. It was designedbe ultrathin in order to save on materials and
time, also a monolithic alllielectric desigrwas implementedh order to try to avoid any poest
processing in manufacturing or extra toolfie DPA was designed in stages with increasing
complexity. The omputational methods used in this work utilized the fidiféerence
approxi mation to solve Maxwell 6s equations.
using slab waveguide analysis. This in order to find if a guided mode existed in a thiri slab o
dielectric that could be used for TIR. Second, a two dimensional simulation was performed with
the finite-difference frequency domain methadd the steady state fields where visualized. This
step was to confirm if the DPA would resonate. The final desigp was a three dimensional
rigorous simulation using the commercial package ANSYS HIFBIS work implemented a proof
of concept antenna utilizing leless dielectric powder from Laird Technologies. A shell was 3D
printed through FDM with a Makerbot Rlcator 2x. The shell was then packed with dielectric
powder and then sealed. Finally, the DPA was tested using a vector network analyzer (VNA),
reflectance and pattern measurements were performed. The final test was a WiFi where a stock
antenna was reptad with the DPA and a print job was submitted wirelessly. Both the

manufacturing and testing took place at the University of Texas at El Paso EM Lab.

1



1.1 BACKGROUND

1.1.13D Printing

3D printing is a developing technology that offers many benefits. It is a widely accessible
process that can be performed by anyone. It allows more freedom in complexity of the design
allowing for more geometries and a high level of customization thatm@e possi bl e bel
printing uses inexpensive materials and it allows for rapid prototyping because the manufacturing
does not require outsourcin@urrently hybrid 3D printing, simultaneous printing of metals plus
dielectrig is in the early stages dis notwidely accessiblsothe cost is very higlResearch with
3D printing antennas is being performed at this time using different methdd$.dn antenna
was 3D printed out of Acrylonitrile Butadiene Styrene @Band after a silver painting
metallization layer was applied in order to make a radiating elemd@}.dn antenna printed with
polylactic acid (PLA) and coated with a carbon based conductive black pargsesnted[3]
presents a conical spiral anter3ia printed of PLA and silver nanopatrticle ifd] presents a
bowtie antenna 3D printed with PLA and conductive ABS5] micro-dispensing of conformal
antennas is being explored. For the purposes of this work the aim is to keep the 3D printing process

as accessible and simple as possible so a simpleptibkér, Makerbot Replicator 2is utilized.

1.1.2Dielectric Antennas

Dielectric antennas are desirable because they have very low loss and thus are efficient
radiators. The dielectric material is also inexpensive and widely availdi#es are various forms
of dielectric antennasni[6] an altdielectric horn antenna of electromagnetic bandgap structure
with evanescent feeding is presented7]ra dielectric rod antenna is desaghfor ultrawideband
operation anfB] presents a leakyave dielectric antennn [9] the most compact of the dielectric
antennas is presented with the dielectric resonator antenna (B&#)is type was investigate
further.

The DRA started out from components in microwave circuit applications being used as a

high Q factor, quality factor, elements for energy storagg9]nt was discovered that the DRA



is an efficient radiator if the shielding is removed and the proper mode is excited. The resonance
with the DRA is established lifie energy clashing up against the walls of the dielectric hitting it
straight on and forming standing waves. There has beegeadmount of research on DRAS),

11]. The size can be reduced by introducing metal to the ddsfyand by increasing the dielectric
constant of the anteniia3]. To date the thinnest dielectric antenna found in literatJfetis this
antenna uses a very high dielectric constant of 1000 and has a thick@essnoh. The aim of

this projet is to have an aMlielectric ultrathin antenna without using a really high dielectric
constant so it was determined that for such a thin device the resonant mechanism of the DRA
would not work.So a novel concept for an antens@resented in this workilizing total internal

reflection (TIR) to excite a leaky whispering gallery mode.



Chapter 217 Computational Electromagnetic Methods

This chapter presents the computational methods used to analyze the antenna. Finite
difference approximationswhewes ed t o sol ve Maxwel |l 6s equati on
Two methods where implemented for this praj@tte first was a one dimensiorsédb waveguide
analysis which performs an analysis to find what modes exist in a slabeGond method was
two dimensionafinite-difference frequency domain (FDFD) method, which solves andzes
steady state fields. Both di¢se methods where implemented using MATLAB. The commercial
software package ANSYS HFSS was used to perform a rigorous 3D sanutatiorroborate the

other simulations and finalize the design of the DPA.

2.1MAXWELL G5 EQUATIONS

We wi | | begin by pr e pfarrthemgthot$d5.we Ma X w e | el qous:

equations in differentialorm in the time domain are

P-D(t) =r,(t) (2.1)

P.B(t) =0 (2.2)

D 3H() J() ﬁ'i;_t) (2.3)
- WB(t)

b 3E(t) =—+ 2.4

(1) n (2.4

Here D is the electric flux density(C/ mz), r, is the electric charge densi(ﬁ:/ nf),

\

B is the magnetic flux densitfw// nf), H is the magnetic field intensitfA/ m), J is the

electric current densit(/A/ mz) . andE is the electric field intensityv/ / m).

The constitutive relations describe how waves interact with materials and they are the

following

D(t) =[e(t)] E(t) (2.5)

B(Y) =[mt)] *H() (2.6)



Here e is the permittivity(F /m), and /m is the permeability H / m) , these are tensors

and the equations in the time domain involve convolutions.

We can convert Maxwell 6s equations and the
and simplify them by assuming no static charges or curreqts,j(t) 0. We will further
simplify the equations by assuming linear, homogeneous and isotropic materials. This will reduce
the permittivity and permeability tensors to scalars because the material properties are uniform in

all directions. These assumptions wikld the following frequency domain equations

p.D =0 (2.7)
P.B =0 (2.8)
D3E =juB (2.9)
D 3H FuD (2.10)
D=eE (2.12)
B=nH (2.12)

We can expan¢R.11) and(2.12) by the following relationships
e= g, (2.13
m= . (2.19)

Here e is the permittivity of free spaceg is the relative permittivityor dielectric
constant,/7 is the permeability of free space amg is the relative permeabilitylhis yields the
following for the constitutive relations

D=g & (2.15
B=m pH (2.16)
We can substitute equatiofs15) and(2.16) into (2.9) and(2.10) to ge the following

D3E =jwm M (2.17)



D3H Fwe B (2.18)
We can further simplify these equations by normalizing the magnetic field by the following
equation

H= 4 |2A (2.19)

This normalizatioralsoprovides the benefit that tiedectric field and magnetic fields will
be of the same magnitude during our computations and thus reduce the loss of significant digits

due to truncationThe resulting equations are
pE kmH (2.20)
P kekE (2.21)
Wherek, is the wave number and is equal to the following

k, =wy/ € (2.22

We can expand equatio(s20) and(2.21) to the following

b % %,mh, (229
“HEZX - “—'i; &, mHA, (2.24)
“—HEXV- % A, (2.29
'”E/Z . ﬂﬂy *eE, (2.26)
fo . ﬂl; %,6E, 2.27)
%- % *eE, (2.28)

We can further simplifyf2.23)-(2.28) by normalizing the spatial coordinates accogdio

the following



X'=k, x (2.29)

y'=ky (2.30)

z'=kz (2.32)

Substituting equation@.29)-(2.31) into equationg2.23)-(2.28) will give the following

K WS 2.32
Wl pl _,77 X ( )
ME, ~ HE ~
x. =2 omA 2.33
T: =R, (233
uEy HE 3
— .= opH 2.34
qu Ml _n? z ( )
W, W e (239
Ky A
pH,  pH
x . Iz 2.36
N ®E (2.36)
- X 2.3
Xy ZE, (2.37)

These equations will be the startingit for FDFD and slab waveguide analysis.

2.2FINITE -DIFFERENCE APPROXIMATION

Equations(2.32)-(2.37) contain first order partial derivatives. In order to compute these
partial derivatives a finitelifference approximation will be used. Specifically we will be using a
central finitedifference approximation [16]. The central finitedifference approximation

approximates the derivative at a location by using the next and the previous points.



df, _ fimt.
dx  2Ax

Figure 21: Finite-differenceapproximation with central finitdifference

Figure 21 shows an example of the central finttiéference approximation in one
dimension where

dfi fi+1' f 1

ekl 2.38
dx 2Dx ( )

For this project we will be using Dirichlet boundary conditigh8] with the assumption

that the fields outside our solution space are equal to zero.

2.3YEE GRID

For this project the Yee grid was adoptdd, 18] The Yee grid staggers the field
components as seen in [FIG]. The staggering of the electric and magnetic field components
according to the Yee grid yields an elegant derivation of the curl equations as well as satisfying
physical boundary conditions. Tiee grid implementation is also divergence free satisfthig

two divergence equationsMa x wel | 6 s equati ons

Figure 22: Yee grid unit cel[18].
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The Yee grid does have thensequence that because the field components are staggered

then the components from the same Yee cell can see different material properties.

= H,
& A,
oL

Figure 23: 2D grid showing the staggering of field components according to the Yed gfid

Figure 23 shows how the field components are staggered in a two dimensional solution
space according to thee¥ grid. The component within the same Yee cell, represented®g a 2
cell, can see different material properties. Therefore the permittivity and permeability seen by

components of the same cell can be different and thus will be represented by

6o & £ M, M. These quantities are not to be confused with amipmtitensor quantities

XX

but simply represent the material properties seen by the corresponding field component.

Substituting them int¢2.32)-(2.37) gives

E_E H 2139
IJ.y' p| mzx X ( . )
S 2.40
o m,H, (2.40)
B 2.4
TV : =mH, (2.41)
W, W E, (2.42)
Hy A



2
3

T - " :enyy (2.43)
WL WL e (2.4
X' M

So g, is the relative permittivity seen bf£, throughout the gride,, is the relative

permittivity seen byE , e, is the relative permittivity seen bl,, and same for the relative

permeability with /7, is the relative permeability seen Iby, and so onUsing the central finite

difference approximation with the staggering of the Yee grid will ghe following finite

difference approximation of the curl equationderei, j ,k are the indices fox, y, z.

i,j+1k i K ik 4 tjk
Ez - Ez _ Ez -Ez

i Kk 24
Dy' o' _HZX X ( 5)
- EJY EMR - EJY i
o ~ =7 HY) (2.46)
Ei+l,jk_ Eiyik ij+lk _ ik o
y ~ y K DIEX = KAk (2.47)
Jigk o fgia-k giik ikt
H, H _H, I_.|Z ke (2.48)
Dy V]
Uik {uikes guie . g
~ - ~ = “E (249
ik gi-tik Jidk _ o gid-ik S
v Dle ) HX @IT'X :éz,zj,kEIZka (250)

We can form matrix derivative operators to perform the above calculations. For the electric

field a matrix derivative operatefor a 2D case with 83 grid can be seen lRigure 24.
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Figure 24: Matrix derivative for the electric field ir(left), matrix derivative for the electric
field iny (right).

For the magnetic field the matrix derivative operaforsthe same casean be seen in

Figure 25.
¢ 0 1
¢ ti €0 0 1
L é 01 €1 0 0 1
D; =5q8 101 ph=2é .10 0 1
é 11 e 10 0 1
g 0 1 ¢ -1 0 0 1
é 101 é 1.0 01
& -1 1 & -1 00 1

Figure 25: Matrix derivative for the electric field ir (left), matrix derivative for the electric
field iny (right).

2.4S.AB WAVEGUIDE ANALYSIS

The first method is a finitdifference analysis of a slab waveguif#0]. The slab

waveguide analysis is a one dimensional analysis in whicly #rel z directions are assumed to

be uniform and propagation is restricted tozlogection.

11



neff
1.985 1.939 1.862 1.752 1.608 1.498 1.492

\ PAS J
=Y Y+

Guided modes Not guided modes

Figure 26: Slab waveguide analysis exam[22].

Figure 26 shows an example of a slab waveguide analysis and the output generated. The
guided modes are confined in the slab and decay to zero, thguitad modes are from the
simulation itself wherehe solution space is seen as a wavegutilst to perform the slab

waveguide analysis we assume the form for a solution for a mode in a waveguide to be.
E(xy,2= Axy & (251)
H(xy,2)= B % ) & (252

Here A and B are the complex amplitudes of the mode, @mslthe complex propagation

constant normalized by the wave numblder, § contains information about attenuation and

oscillation. The complex propagation constant also has the following relationship with the

effective refractive indexny, .
J= ng (2.53)

Next we will substitute the solutiorf2.51) and(2.52) into the curl equation&.39)-(2.44)

which yields the following

%+QA, = 1B, (254)
Can MA 25
on L% =p, (255)

12



A A e, (256
HXT M
15 g8, = A 257
- §B, HBZ =LA, (2.58)
X
B 1B o (2.59)
MX M
The above equations can be written in matrix form and give the following
Dja,+ga, Imp, (2.60)
-ga, -Dia, mp, (2.62)
Dga, - Dja, amp, (2.62
Db, +gb, =&, a, (2.63
-gb, -Dib, e,a, (2.64)
Dib,- Dib, =&,a, (2.65)

Now we can reduce the above equations for a one dimensional analysis by assuming the

y direction is uniform and it will result in the following

DS +ga, Tmb, (2.66)
-ga, -Dia, mb, (2.67)
Dia, - D$a =mp, (2.68)
DG +db, =3, (269
-gb, -Dyb, e,a, (2.70)
Db, - DY =e.a, (2.77)

13



The equations decouple into two distinct polarizations which we will refer to as the

horizontal polarization, this will have the electric field polarized inxthey plane of the antenna,
and the vertical polarization which will hattee electric field polarizt perpendicular to the- y
plane of the antenn&lVe can rearrange the equations into the two different polarizations yielding

for the horizontal polarization

ga, =mb, (272
Dga, =mpb, (273
-gb, -Dib, e,a, (274

For the vertical polarization we have

gby = exxax (275)
Db, =e,a, (2.76)
-ga, -Dia, mb, (2.77)

We can solve these systems of equations and have the following for the horizontal

polarization
-(DzmiD} +e)a, & jm, (2.78)
Similarly solving the equations for the verticalgazation gives
- (Dzepl + b, & b, (2.79)
Equationg2.78) and(2.79) are in the form of a generalized eigealue problem
Ax =/ BXx (2.80)

Solving(2.78) and(2.79) will yield solutions representing the modes likd=igure 26 for

each of the two polarizations.

14



2.5FINITE -DIFFERENCE FREQUENCY DOMAIN M ETHOD

The second method used is FDFD. A two dimensional simulation using the FDFD method
was performed to visualizthe steady state field$his method will start with equatior{2.39)-
(2.44). To reduce the problem to a two dimensional simulation the z direction will be assumed

uniform and propagation will be restricted to thg glane. This yields the followingeduction

HE 5% s
_Z. B - nsz X (281)
Ky
E ~
%gf - L:sz' mH, (2.82)
B, WE, _
o _>: :’7ZzH z (283)
HX M
“Hf - Y=g E, (2.84)
Ky 2
X - NH:'Z 2, E, (2.85)
Y (2.86)
MX M
Once again the equations decouple into two different polarizations
K, = A, (287)
Hy
E .
- ‘:lxz, =mH, (2.89)
E .
s S (2.89)
HX M
pr =e,E, (2.90)
Hy
- wu:f 2, E, (2.91)
H"‘ ~
R (2.92)
MX M



For the purposes of this project we are only interested in the horizontal polarization, this

will be discussed later. The equations for the horizontal polarization in matrix form are

h —
D)h. =e.e, (2.93
-Dph, 2 e, (2.94)
Dge, - Dje, Zm,h (2.95)

Next we can solve this system of equations and get the following

(Dse,Di+D; D) + hh. @ (2.96)

The following is defined

Die!D+D €D+ mA (2.97)

ny

Equation(2.96) is of the form Ax =0, wherex is h,, this yields a trivial solution and so

a source is required. We will be usinGaussian beam source which has the following fofn,

fo(xy) =2 & (2.98)

In the abovew controls the width of the beam andis the refractive index of the medium

in which the source is launched. The Gaussian beam source can beFRgarei27

16



Source

Figure 27: Gaussian beam source

In order to incorporate the source into equat{@®6) the totaifield/scattereefield
framework will be usefR1]. This framework will launch a one way source by utilizing a masking

matrix Q. Figure 28 shows an example of how the masking matrix is formed.

scattered-field
A

total-field
e

© ©©©6 6 9 © 0 0
©@ ©© 60 6 9 © 9 0
© ©© 0606 6 90 0
© ©©©606 © 9 6 0
© ©© 00606 6 96 006
(=
I

Figure 28: Totalfield/scatteredield framework[19].
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The framework requires some terms to be corrected betamse from the totafield are
not wanted in the scatterdi@ld and vice versa. So the QAAQ equation is used to form the source

vectorb where

b=(QA-AQ)f,, (2.99)

Now our equation is

AR =Db (2.100)
We can solve for the field componemt and have
h,=A" (2.101)
The field component carelbvisualized to view the steadyate fields.
In order to prevent reflections from the boundaries a uniaxial perfectly matched layer

(UPML) was implemented2, 23] The UPML is incorporated and placed near the boundary

typically starting 20 points before the boundary.

[€] and [4] .

[eTond [4]
x\

f|f

(7] o o]

Figure 29: UPML in the solution space to prevent reflections from thenbatieq23].

Figure 29 shows the UPML near the edges of the solution space. The UPML introduces

loss so that wavaesill decay in that region while perfectly matching the impedance regardless of

18



polarization, frequency or angle of incidence. The UPML will emulate the waves going off to

infinity and not reflect at the boundary and interfere with the area of interesidattoe device.

19



Chapter 3: Dielectric Prism Antenna

3.1DESIGN
The DPA was designed in stages of increasing complexity foipthe block diagram

shown inFigure 31

1D Simulation 2D Simulation 3D Rigorous Simulation

Study the modes in a Visualize steady state T .
s - fields - Finalize the design

Figure 31:Design flow for the DPA.
So first a study of a thin slab was performed using slab waveguide analysis. The relative
permittivity chosen was. = 20and the thickness of the slab studied was 2.5 mm. The slab was

surrounded by air and the analysis found two modeshadan be seen iRigure3.2

Horizontal Polarization

1 T T
E
2051 .
S
<
0 ! !
-1000 -500 0 500 1000
Distance [mm]
0 Vertical Polarization
T T
§ Msiab
£.05F -
€
<
-1 Il Il
-1000 -500 0 500 1000

Distance [mm]

Figure3.2: Guided modes from the slab waveguide analysis, horizontal polarization (top),
vertical polarizatio (bottom).
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Two fundamental modes where found, one for the horizontal polarization and one for the
vertical polarization. The vertical polarization was larger by than the horizontal by a fat@r,of
where/ is the free space waveleng@hoosing the vertical polarization is not a practical choice
for a few reasons. First the mode is very large which would make the device very sensitive to

components in proximity. Secondly it provides a lower effective refedndex, n, =1.003,

which results in no TIR. So the vertical polarization was chosen because the mode is well confined

to the DPA and results in an effective refractive indexf=1.6. A higher effective refractive
index is desired because it would make the conditions for TIR more attainable. TIR occurs above

a critical angle which is governed by the equation

g, =sin " oo (31)
¢

Where g, is the critical angle, at larger angles than the critical angle TIR will occur. The
refractive index,n,, is ar in our case anah, is the effective refractive index calculated. Plugging
in the values int@3.1) yields that the critical angle i38.7 .

The next step in the design now that a guided mode was found and chosen was to do a two

dimensional simulation. The two dimensional simulation would study if TIR is indeed occurring.

Source

Device 0.2
2.56

-0.15
-0.1
-0.05

101 0.05
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0.2 -0.1 0 0.1 0.2

Figure3.3: Setup used for FDFD, (left) the device, (right) the source.
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Figure3.3 shows the setup used for the FDFD simulattbe device has ade length of
7.14 cm and a thickness of 2.2 mithe device is seen on the left and the source being injected
from inside the device on the right. This simulation was performed to find if indeed TIR would

happen and the device would resonate.

Figure 34:Resulting fields from the first studied device with FDFD.

In Figure 34 the steadystate fields are visualized and it can be seen that intiéeds
occurring and the device is resonating. This device acts like an optical prism and therefore is being
called the dielectric prism antenrtis desired to amplify the reflections that occur in the device
and this is done by increasing the anglénafdence. If the geometry is changed to increase the

angle of incidence eventually the geometry converges to a circular geometry asFsgereis.

“Ro----

Figure 35: Changing the geometry to increase the angle of incidence leads to a circular design.
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Having a larger angle of incidence will lead to a thinner devitealso has the drawback

that the device must be larger. The circular device was also studied using FDFD.

Figure 36: Steadystate fields of circular device.

Figure 36 shows the resulting fields from a FDFD simulation. The circular device was
studied by sweeping both its diameter and thickn®€3aussian beam source was launched from
the top of the device in order to excite a leaky whisgegallery modelt was found that the
thickness could be decreased at the cost of increasing the diameter.

Before we move on to the rigorous simulation two things must be addressed. The first is
that because the relative permittivity is equal to 20 thdly 8D printing the antenna is not
currently possible in our laboratory. So instead a proof of concept implementation was done using

high- e powder from Laird Technologies.

3D printed shell =%

Powder region

Figure 37: Exploded view of th antenna with the powder implementation.
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Figure 37 shows an exploded view of the implementation performed in this project. A 3D
printed shell will be packed with dielectric powder and then sealed.
The second thing that needs to be addressed now that a geometry and polarization for the

antenna have beenaden is how to realistically feed it.

Figure 38: Feed concepts for the DPA.

Figure 38 shows various feed concepts for the DPA. Originally the idea was to launch a
mode from a coaxial cable and transition it by tapering into the antenna. This proved more difficult
than expecteth order to match polarization and would ultimately lead to a feeding mechanism

much larger than the antenide feed mechanism implemented in this project is a vee dipole.
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Figure 39: Vee dipole feed made fromlgpng a coaxial cabl¢24].

Figure 39 shows the vee dipole feed. This feed mechanism was chosen because it can be
easyto implement and it can produce a horizontal polarization.

Next the DPA and the feed where studied in HFSS. First, the feed placement was studied
because experimentally placing the feed inside the DPA would be tedious. Every time an

adjustment had to beade the device would have to be destroyed and a new one made.

Inside the slab On top of the slab

F

i 4

Figure 310: HFSS study of the feed placement.

Figure 310 shows the resultsf the radiation pattern for the study of the feed placement.
On the left the feed was placed on the inside of the slab while on the right the feed was placed on
top of a slab. It can be seen that filedd still couples in a similar way when the feegliaced on
top of the slab. The tradeoff would be less performance because the field does fringe with the
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placement on top but will suffice for our purposes. Choosing the feed on top of the slab makes the
experimental process easier.
Next a fully rigorous 3D simulation was performed in HFSS taking all the elements into

account as can be seerfigure 311

Figure 311: HFSS model for DPA simulation.

The impact of the thickness and diameter was also studied in HFSS.

Figure 312 Study of the impact of thickness and diameter on the radiation pi4érn
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